Beyond WEIRD: Associations between socioeconomic status, gender, lifetime stress exposure, and depression in Madagascar
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Abstract
Objective: Although research has examined associations between socioeconomic status (SES), gender, and acute and chronic life stressors in depression, most studies have been conducted in Western, educated, industrialized, rich, democratic (WEIRD) populations.

Method: We addressed this issue by interviewing 65 adults (55 women, M_age = 37) living in Madagascar, a typical low- and middle-income country.

Results: As hypothesized, women experienced more life stressors and depressive symptoms, on average, than men, as did those from lower (vs. higher) SES backgrounds. Additionally, lifetime stress exposure was associated with greater symptoms of depression, accounting for 19% of the variability in depressive symptom levels. These effects differed for acute versus chronic and distal versus recent stressors. Finally, stress exposure significantly mediated the relation between SES and gender on depressive symptoms, accounting for 24.0%–70.8% of the SES/gender-depression association depending on stressor type.

Conclusion: These data extend prior research by describing how social stratification and gender relate to...
1 | INTRODUCTION

A substantial body of research has established a strong association between lifetime stress exposure (i.e., the cumulative experience of acute and chronic stressors) and depression (Monroe et al., 2014). Other research has explored the relation between psychiatric disorders and both socioeconomic status (SES) and gender (Lorant, 2003). Together, this work has revealed evidence of a stratified distribution of lifetime stress exposure and depressive symptoms as a function individuals’ SES and countries’ level of development, thus providing support for the social determinants of health framework (Diderichsen et al., 2001; World Health Organization [WHO], 2010) and social causation hypothesis (Lund & Cois, 2018; Lund et al., 2011; Lund & Brooke-Sumner et al., 2018) as valid models of depression. In brief, the social determinants of health framework states that social contexts create stratified and differential exposure, vulnerability to, and consequences of health-damaging conditions, with the greatest exposure levels and most detrimental outcomes being clustered in the poorest strata (WHO and Calouste Gulbenkian Foundation, 2014). The social causation hypothesis, in turn, posits that poor conditions increase the risk of negative health outcomes through greater exposure to adverse life events and social-environmental conditions.

Together, these frameworks are consistent with multifactorial models of depression, which hypothesize that stressors occurring over the lifespan can combine to increase the risk for experiencing depression in a cumulative manner, especially in the absence of adequate coping or social resources (Cronkite et al., 1998; Holahan et al., 2005). However, the vast majority of studies on this topic have been conducted in Western, educated, industrialized, rich, democratic (WEIRD) populations, thus limiting the generalizability of this work. In the present study, therefore, we extended research on this topic by examining how SES, gender, and lifetime stress exposure are associated with symptoms of depression in a unique sample of individuals who are highly representative of those living in the shantytowns of low- and middle-income countries (LMIC)—namely, adults living in Mahajanga, which is on the West coast of Madagascar.

1.1 | Depression

Depression is characterized by persistent sadness and/or anhedonia in addition to cognitive and somatic disturbances that compromise typical functioning (American Psychological Association, 2013). According to the WHO, 264 million people were estimated to be suffering from depression worldwide in 2017 (James et al., 2018; WHO, 2020). Moreover, the WHO has estimated that depression is one of the most burdensome mental or behavioral conditions in terms of disability-adjusted life years, making it a leading cause of disease burden in 2020 (Murray & Lopez, 1996; Murray et al., 2012; WHO, 2010, 2020).

In addition to directly affecting individuals’ developmental trajectories and lives (Judd, 1997; Judd et al., 2000; Lépine & Briley, 2011), depression can adversely impact peoples’ social environment though stress generation, which increases the likelihood of being exposed to depressogenic stressors and the risk for relapsing or developing chronic forms of the disorder (Hammen, 2003). Understanding the structural factors that contribute to depressive symptoms is thus critical, especially since the disorder is associated with an increased likelihood of

lifetime stress exposure and depressive symptoms in a non-WEIRD population.
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developing other serious somatic and physical health problems, including asthma, arthritis, cardiovascular disease, and autoimmune and neurodegenerative disorders (Slavich & Irwin, 2014; Slavich, 2020).

1.2 | Socioeconomic status

SES is typically indexed by factors such as academic level, characteristics of the neighborhood, and socioeconomic stratum (Adler et al., 1994). According to research on the social determinants of health, SES is the most robust predictor of the unequal and stratified distribution of all diseases, and psychiatric disorders in particular (Boyce & Keating, 2004). The social determinants construct allows for a multidimensional approach to studying health. That is, beyond examining SES as a unidimensional latent variable, each of the factors mentioned above can be measured separately and used to assess individual processes that may have different consequences for mental health (Geyer, 2006).

The global uptrend of depression appears to be related to the combined effects of disrupted family structures, urbanization, addictions, and increasing economic inequities (WHO, 2010). A meta-analysis of 56 studies found that the risk of depression for lower-SES individuals was significantly greater than the risk observed for those living in more privileged strata (odds ratio $[\text{OR}] = 1.81$) (Lorant, 2003). Moreover, the OR for experiencing persistent depression increased to 2.06 following the occurrence of an initial depressive episode. Conversely, the risk for depression decreased by 3% for each additional year of education and by 0.74% for each additional percent increase in individuals’ income level. Consistent with the social causation hypothesis, the association observed between SES and risk of depression in this meta-analysis was not limited to the lower strata but rather prevailed along the entire socioeconomic spectrum, thus revealing robust evidence for a link between SES and risk for depression (see Lorant, 2003).

More recently, a nationally representative sample of nearly 5,000 German adults found strong evidence of a stratified distribution of prevalence rates for depression according to individuals’ objective SES level (i.e., low: 20.5%; medium: 10.2%; high: 4.6%) and its components (i.e., education, occupation, and income), but also according to their subjective social status level as measured by the MacArthur scale of subjective social status (i.e., low: 18.6%; medium: 8.2%; high: 3.4%) (Hoebel et al., 2017). In this study, subjective social status mediated the association between SES and depression, and independently predicted depressive symptom severity. Similar results have been found in children, with pediatric depression levels being strongly associated with family income, parental transition level, and parents’ antisocial behavior (Gilman et al., 2003; Stoolmiller et al., 2005).

1.3 | Gender

Numerous studies have also pointed to substantial gender differences in risk for depression over much of the lifespan. The most frequently cited ratio is 2:1, with women being twice as likely to experience depression relative to men following the pubertal transition (Hammen, 2003; Salk et al., 2017). A recent meta-analysis of 25 studies found that although women and men exhibit similar depressive symptom trajectories (i.e., same decreasing or increasing patterns, same slopes over time), being a woman was associated with greater overall depressive symptom burden, making gender a robust predictor of acute depressive symptom severity (Musliner et al., 2016).

The potential biological mechanisms underlying this gender difference in risk for depression have long been elusive (Hammen, 2003), although some recent theorizing has implicated social stress-induced changes in the immunological processes involved in inflammation (Slavich & Sacher, 2019; Slavich et al., 2020). Putting sex-linked biological processes aside, gender is an important factor to investigate because it is associated with substantial differences in socially structured barriers and opportunities, including exposure to discrimination and access to education, labor markets, and healthcare services. Indeed, research has shown a decrease in the typical 2:1
depression risk ratio at the population level when gender-friendly policies are implemented (Bloomfield et al., 2001). In one recent study of access to education policies in 72,933 adult women from 15 countries, for example, there was a moderate effect \( r = 0.38 \), which was stable across countries, of women’s gender role “traditionality” on depression prevalence and age of onset, with greater access to education being associated with lower prevalence rates and later onset (Seedat et al., 2009). Another study revealed that self-employed Ghanaian women were at substantially lower risk of experiencing depression (OR = 0.70) relative to unemployed women (Bonful & Anum, 2019).

Furthermore, data provide empirical support for women’s greater exposure to and vulnerability for (e.g., reduced social support for coping) depressogenic factors resulting from life events and gender inequalities that are specific to women. In two large meta-analyses \( (N_1 = 1,716,195, N_2 = 1,922,064) \), Salk et al. (2017) showed that gender differences in risk of depression emerged at age 12 (OR = 2.37), culminated during adolescence (OR = 3.02 for ages 13–15; OR = 2.69 for ages 16–19), and stabilized in adulthood (ages 20–29, OR = 1.93). Additional data have suggested that the initiation of sexual activity is a specific life domain that increases vulnerability for depression among women (Burke et al., 1990), thus expanding the number of candidate factors (e.g., pregnancy, maternity, sexual and domestic violence) that increase the likelihood that a woman will experience a major depressive episode during her lifetime.

These insights into gender issues emphasize the heuristic value of multi-factorial models for understanding and studying the rather complex etiology of depression. From this multifaceted perspective, women’s elevated risk for experiencing depressive symptoms can be understood as stemming from being exposed to more sociodemographic risk factors while also having fewer opportunities and less support at different levels of the social environment. Even so, many women never develop depression, which has led researchers to develop diathesis-stress models of the disorder (Kendler & Gardner, 2016). In short, these models propose that risk for depression is influenced by having a pre-existing vulnerability (i.e., diathesis) and by experiencing a depression-triggering life event (i.e., a stressor).

1.4 Lifetime stress exposure and depression

As alluded to above, in diathesis-stress models of depression, depression is thought to be triggered by exposure to major life stressors, such as a relationship dissolution or severe financial difficulty (Keller et al., 2016; Slavich, 2004, 2016; Varghese & Brown, 2001). These stressors can be distinguished from their resulting emotional and physiological consequences, which are typically referred to as “stress” (Herman et al., 2016; Monroe & Slavich, 2007, 2016). Generally speaking, the effects of stressors are believed to accumulate over time to increase a person’s risk for experiencing depressive symptoms, a process that aligns with the Social Signal Transduction Theory of Depression (Slavich & Irwin, 2014; Slavich & Sacher, 2019).

Consistent with these models, the likelihood of developing depression has been found to be linearly associated with the number and severity of stressful life events experienced (Hammen, 2005). Moreover, connecting the dots, research has shown that major stressful life events, biomarkers of the stress response, and depression symptom levels are all stratified according to the SES gradient (Grzywacz et al., 2004; Lupien et al., 2000; Lupien et al., 2001; Turner et al., 1995).

1.4.1 Stressor characteristics

One critical limitation of existing research on gender, SES, stress, and depression involves the relatively crude conceptualization of life stressors as a construct (Monroe & Slavich, 2020; Slavich & Auerbach, 2018; Slavich, 2019). In terms of the primary outcomes of interest, stressors can be indexed by their frequency and
severity, with severity ranging all the way from positive, non-noxious stressors, to severe stressors that involve a major loss or threat to life (Lazarus & Folkman, 1984). Severity, in turn, is strongly related to risk for depression, with severe stressors being most likely to precipitate depression (Monroe et al., 2014) and with each moderately severe stressor increasing risk of relapse by 37% (Lenze et al., 2008). Stressors may also differ in terms of when they occur (e.g., childhood vs. adulthood) and whether they are acute or chronic. Although both acute and chronic stressors have been found to be associated with risk for depression (e.g., Brown & Harris, 1989; Dura et al., 1990; Vinkers et al., 2012, 2014), there is also evidence that these two stressor types are differentially associated with individuals’ depressive symptom profiles (Muscatell et al., 2009; see also Monroe et al., 2007).

Finally, a growing body of research shows that stressors differ in terms of their social-psychological characteristics, with these differences having implications for whether individuals develop depression (Slavich et al., 2010). The most common distinction involves whether stressors include interpersonal adversity, with stressors involving such adversity (e.g., marital conflict, social rejection, poor parent-child interactions) being more strongly associated with depression (Feurer et al., 2017; Seiler et al., 2020; Sheets & Craighead, 2014; Slavich et al., 2009; Slavich et al., 2014; Slavich et al., 2020; Vrshek-Schallhorn et al., 2015). Despite the fact that stressors differ along these dimensions, few studies have investigated associations between these different stressor types and depressive symptoms. Moreover, a limited number of studies have examined individuals’ exposure to different stressors across the entire lifespan, and we know of no studies that have done so in a LMIC, where rates of depression are likely strongly influenced by SES, gender, and lifetime stress exposure.

1.5 | Present study

The goal of the present study was to address these issues by examining the role that SES, gender, and lifetime stress exposure play in influencing depressive symptom severity in a typical LMIC population. More specifically, we sought to examine (a) how lifetime stress exposure and depressive symptoms are stratified according to SES and gender, (b) how lifetime stress exposure is associated with depressive symptom severity, and (c) whether associations between lifetime stress exposure and depressive symptoms differ by the specific types of stressors experienced by the moderately to highly vulnerable population of Mahajanga, Madagascar. Based on the research described above, we hypothesized that: (a) SES and gender would be associated with the severity of participants’ lifetime stress exposure and depressive symptoms, (b) lifetime stress exposure would be significantly associated with depressive symptom severity, (c) these associations would differ based on the specific types of life stressors experienced, and (d) stress exposure would mediate the association between gender and SES on depressive symptoms. This study thus extends existing research by investigating how SES, gender, and different types of stressors relate to depressive symptoms in a LMIC population, which, to our knowledge, has not been previously examined and is critical for extending the body of evidence and generalizability of research on this important topic.

2 | METHODS

2.1 | Participants and procedure

Participants were 65 adults (55 women, 10 men) living in Mahajanga, a city located on the West Coast of Madagascar, based on a power analysis showing that \( N = 54 \) was required to obtain a power of 80% to detect a medium-sized effect of \( f^2 = 0.15 \) at \( \alpha = .05 \) for regression models examining the association between lifetime stress exposure and depressive symptoms. Participants were drawn from three institutions to form four distinct recruitment groups: (a) Mother Teresa Center, which serves highly vulnerable persons who depend on the Center’s daily food distribution to survive; (b) MAMPITA Beneficiaries (a Malagasy acronym of "Mampindram'bola sy Tahiry,"
which translates to “Loans and Savings”—Microfinance Institution), who are considered to be vulnerable members of the Mahajanga population but allegedly not indigent. (These participants were recruited before they accessed MAMPITA’s services, as these services intend to alleviate SES vulnerability); (c) Bardely Center, which is a private center providing healthcare to low- and middle-class individuals, some of whom can afford slightly more than patients attending public care centers whereas others benefit from discounted health care fees; and (d) MAMPITA Employees, consisting of formally employed individuals receiving a middle-class salary.

MAMPITA Beneficiaries are characterized by their social isolation, lack of economic opportunity, and very low financial resources. Specifically, 63% of beneficiaries had no financial savings, 42% were living in unhealthy or very precarious environments, 40% had no access to family planning, 29% had no or transient income-generating activity, 28% were sole-family breadwinners or experienced a dysfunctional relationship (e.g., intimate violence, couple instability), and 10% displayed visible undernutrition. Moreover, 64% of households receiving MAMPITA’s services earned less than USD $25/month/person (3.6 persons per household, on average), 23.5% had a family member with no identity document (mostly unregistered children), 10% had neglected children, and 8% had out-of-school children. In comparison, MAMPITA Employees all had a formal and permanent work contract, with salaries ranging from USD $75–250/month; 100% had savings, access to health insurance and an Identification Card, and 75% had completed undergraduate coursework. However, all were living in the same neighborhoods as MAMPITA Beneficiaries.

Collectively, the four recruitment groups representatively sampled the Mahajanga adult population, excluding the wealthy class, which accounts for only a tiny fraction of the population. This recruitment strategy enabled us to capture socioeconomic differences using an a priori socioeconomic stratification approach, which included highly to moderately vulnerable individuals in this population. The group sample sizes were: Mother Teresa Center (n = 12), MAMPITA Beneficiaries (n = 27), Bardely Center (n = 18), and MAMPITA Employees (n = 8). MAMPITA’s board of Directors, the Director of Bardely Center, Dr. Candide, the Head of Mother Teresa Center, as well as the Regional Director of Public Health of Boeny reviewed the study objectives and protocol, and granted the researchers permission to conduct the study.

Participants were recruited in the institutions’ waiting rooms (with the exception of MAMPITA Employees) on an explicitly voluntary basis after being informed of the purpose and duration of the study, and after voicing their informed consent. Each participant was administered the same questionnaires in the same order. To avoid anxiety or desirability biases, the study hypotheses were not revealed. Participant were told that any information they provided would remain anonymous and would in no way affect their relationship to the institution they were attending or services they were receiving. All participants were debriefed following the study.

Inclusion criteria were met if individuals were at least 18 years old, sitting in the waiting room of the aforementioned institutions, sincerely interested in taking part in the study, and committed to finishing the questionnaires. Individuals were excluded if they were under 18 years old, lacked the time necessary to participate due to their position in line, had already accessed MAMPITA’s financial services (to avoid bias created by MAMPITA’s intervention), or requested a fee for participation (based on the institutions’ request).

Interviews were conducted by a postgraduate student majoring in social work who has substantial experience conducting social interventions in the highly vulnerable neighborhoods of Mahajanga, and who was trained to conduct the interviews and master the computer-based data collection tools. Measurement instruments were coded and tested by the study manager for logical integrity and to ensure the integrity of the resulting data. Of the 69 interviews conducted, four were discarded as incomplete, leaving a final sample of 65 participants.

2.2 | Measures

2.2.1 | Demographics and socioeconomic status

Collected demographic data included gender (women, men), current marital status (married, cohabiting, with a regular partner, single), number of dependent children, number of biological children, recruitment group (Mother
Teresa Center, MAMPITA Beneficiaries, Bardely Center, MAMPITA Employees), and birthdate, which was used to calculate current age.

SES was operationalized at the individual level using measures commonly used in the literature to create a composite index: education (never attended school, primary school, middle school, high school, university; coded 1–5) and employment status (never employed, currently unemployed, income generating activity, informal employment, formal employment; coded 1–5). These variables were summed to form a composite SES variable that ranged from 2 to 10. Using a summed composite index for SES is advantageous, as it accounts for the multi-dimensional and additive nature of SES components, reduces error, and increases the statistical power and validity of the construct, in addition to remaining consistent with the cumulative framework model of the present study (Evans et al., 2013). Participants’ SES scores further served to define four groups based on a quintile calibration (“SES quartiles,” i.e., SES quartile 1, SES quartile 2, SES quartile 3, SES quartile 4), which were used for several reasons including to address the possible mobility of participants across the recruitment groups (e.g., a participant could attend MAMPITA one day and the Bardely Center the other day), explore the socioeconomic assumptions related to the recruitment groups, and assess the heterogeneity of Mahajanga’s overall disadvantaged population. Assessing SES directly also enabled us to obtain a more principled and less volatile socioeconomic classification that reflected relatively stable factors in participants’ lives (i.e., education attainment, employment status), which is consistent with the lifespan approach of this study.

2.2.2 | Stress and Adversity Inventory for Adults

Lifetime and recent stress exposure were assessed using the Stress and Adversity Inventory for Adults (STRAIN), which is an online system for measuring stress exposure that is suitable for either interviewer- or self-administration (Slavich & Shields, 2018). Of the 55 stressors assessed by the STRAIN, 26 focus on acute life events and 29 focus on chronic difficulties (see https://www.strainsetup.com). For the present study, we focused on a subset of 45 stressors by excluding those that were irrelevant to this population and study (i.e., those not typically experienced in LMIC or that assess depression-related health problems, which would be confounded with the main outcome of interest).

Stressors are thematically grouped in the STRAIN. Themes are brought up one by one, and respondents answer “yes” or “no” to the stressor questions to indicate whether they were ever exposed to the stressor. If so, a battery of subsequent questions allows for: (a) specifying exposure frequency, (b) calculating the duration of the stressor, (c) determining when the stressor occurred during the lifespan, and (d) capturing how severely the stressor affected the person. The stressor is therefore situated in its objective context (i.e., childhood, adulthood, etc.) and its subjective severity is captured to quantify its psychological impact. This procedure yields two primary lifetime stress exposure indices—total lifetime stressor count and total lifetime stressor severity—and numerous additional variables representing the severity, frequency, timing, and duration of participants’ stress exposure. For analyses, we used the total lifetime stressor count and severity of stressors experienced at any point over the entire lifetime. Additionally, we created separate variables that included stressors experienced only during childhood (i.e., before age 18), adulthood (18+), or the last 180 days. Stressors occurring during these three periods were further broken down into those that represent acute life events (e.g., death of a relative, getting fired) versus chronic difficulties (e.g., persistent housing, financial, or marital problems) as categorized by the STRAIN. Table 1 displays the bivariate relations among these stressor variables and depression severity.

Prior validation research has shown that responses on the STRAIN are not associated with negative mood, personality traits, or social desirability. Additionally, STRAIN scores have been found to be patterned by SES and gender, and to predict many different behavioral and health outcomes, including depression and sleep disorders. Furthermore, the test–retest reliability for the two main STRAIN indices examined here (i.e., total lifetime stressor count and severity) is excellent ($r = .919$, $p < 0.001$ and $r = 0.904$, $p < 0.001$, respectively) (Cazassa et al., 2020;
### TABLE 1  Bivariate associations among the main study variables

<table>
<thead>
<tr>
<th></th>
<th>BDI-II score</th>
<th>Lifetime stressors</th>
<th>Lifetime chronic stressors</th>
<th>Lifetime acute events</th>
<th>Adulthood stressors</th>
<th>Adulthood chronic stressors</th>
<th>Adulthood acute events</th>
<th>Childhood stressors</th>
<th>Last 180 day stressors</th>
<th>Last 180 day chronic stressors</th>
<th>Last 180 day acute events</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lifetime stressors</td>
<td>0.4453*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0003)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lifetime chronic stressors</td>
<td>0.2014</td>
<td>0.6754*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1136)</td>
<td>(0.0000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lifetime acute events</td>
<td>0.4652*</td>
<td>0.9548*</td>
<td>0.4257*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0001)</td>
<td>(0.0000)</td>
<td>(0.0005)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adulthood stressors</td>
<td>0.4551*</td>
<td>0.9559*</td>
<td>0.5745*</td>
<td>0.9414*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0002)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adulthood chronic stressors</td>
<td>0.1899</td>
<td>0.4456*</td>
<td>0.6633*</td>
<td>0.2794*</td>
<td>0.5702*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1361)</td>
<td>(0.0003)</td>
<td>(0.0000)</td>
<td>(0.0266)</td>
<td>(0.0000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adulthood acute events</td>
<td>0.4592*</td>
<td>0.9469*</td>
<td>0.4212*</td>
<td>0.9921*</td>
<td>0.9517*</td>
<td>0.2904*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0002)</td>
<td>(0.0000)</td>
<td>(0.0006)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0210)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Childhood stressors</td>
<td>0.0655</td>
<td>0.3576*</td>
<td>0.4677*</td>
<td>0.2503*</td>
<td>0.0676</td>
<td>-0.2994*</td>
<td>0.1907</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.6099)</td>
<td>(0.0040)</td>
<td>(0.0001)</td>
<td>(0.0479)</td>
<td>(0.5986)</td>
<td>(0.0171)</td>
<td>(0.1344)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Last 180 day stressors</td>
<td>0.5674*</td>
<td>0.6074*</td>
<td>0.3728*</td>
<td>0.5951*</td>
<td>0.5994*</td>
<td>0.2805*</td>
<td>0.5933*</td>
<td>0.1576</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0026)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0260)</td>
<td>(0.0000)</td>
<td>(0.2174)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Last 180 day chronic stressors</td>
<td>0.5648*</td>
<td>0.5203*</td>
<td>0.3747*</td>
<td>0.4874*</td>
<td>0.5366*</td>
<td>0.3676*</td>
<td>0.4876*</td>
<td>0.0615</td>
<td>0.9325*</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0025)</td>
<td>(0.0001)</td>
<td>(0.0000)</td>
<td>(0.0030)</td>
<td>(0.0001)</td>
<td>(0.6322)</td>
<td>(0.0000)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Last 180 day acute events</td>
<td>0.3414*</td>
<td>0.5269*</td>
<td>0.2172</td>
<td>0.5590*</td>
<td>0.4756*</td>
<td>-0.0007</td>
<td>0.5543*</td>
<td>0.2775*</td>
<td>0.7221*</td>
<td>0.4236*</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(0.0062)</td>
<td>(0.0000)</td>
<td>(0.0873)</td>
<td>(0.0000)</td>
<td>(0.0001)</td>
<td>(0.9957)</td>
<td>(0.0000)</td>
<td>(0.0277)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0005)</td>
</tr>
</tbody>
</table>

Note: Related values are the correlation coefficients and p values (in parentheses) for each of the relations among the main study variables. *Statistically significant association.
Malat et al., 2020; McLoughlin et al., 2021; McMullin, Shields, Slavich, & Buchanan, in press; Slavich & Shields, 2018; Sturmbauer et al., 2019).

2.2.3 Beck Depression Inventory II (BDI-II)

The Beck Depression Inventory-II (BDI-II) is one of the most commonly used instruments for assessing depressive symptom severity (Beck et al., 1996). Cognitive and somatic symptoms occurring over the last two weeks are assessed using 21 items, scored from 0 to 3, with higher scores indicating greater symptom severity. The sum of the items produces a continuous composite variable, which was used as the main outcome in this study. The psychometric properties for the BDI-II are good (Beck et al., 1996): internal consistency \( \alpha = 0.80-0.92 \), test–retest reliability \( r = 0.77-0.93 \), and specificity = 92%. Women typically score higher than men on the BDI-II (Beck et al., 1996). Additionally, prior research reported a negative association between BDI-II scores and SES status in a sample of patients being treated for hemodialysis (Penley et al., 2003).

2.3 Statistical analysis

Statistical analyses were conducted with R, version 3.4.2 (R Core Team, 2020), and with the GUI interface R2Stats- Windows 0.68-39 (Noël, 2018). The power analysis reported above was performed using R’s “pwr” library, assuming \( \alpha = 0.05 \). With the exception of simple two-group tests (Student’s T when \( k = 2 \)), all the analyses followed a model comparison approach using reduction in deviance by equality constraints relaxation (Fischer’s F when \( k > 2 \), \( \eta^2, R^2 \)), where each theoretically relevant term was entered into the model and changes in model fit were assessed at each step. This approach allows for more fine-grained hypothesis testing (Rouder et al., 2016). For each one-way analysis of variance (ANOVA), assumptions were verified using the Shapiro–Wilk test of normality and Levene’s test of homogeneity of variance, with \( \alpha = 0.10 \) to reduce type II error. In cases of violation of normality or homoscedasticity assumptions, non-parametric statistics were used (i.e., Dunn test). For all analyses, relevant measures of effect size are reported (i.e., Cohen’s \( f^2 \) and unbiased Hedges’ \( g^* \)). For Cohen’s \( f^2 \), a \( f^2 \) of 0.02, 0.15, and 0.35 represent a small, moderate, and large effect for multivariate regressions, respectively, whereas a Hedges’ \( g^* \) of 0.2, 0.5 and 0.8 represent a small, moderate, and large effect, respectively.

First, we conducted exploratory analyses to detect outliers and test assumptions regarding normality and homogeneity of variance. This included testing for outliers in participants’ SES scores using the outlierTest() function of the « car » library and Cook’s distance. That was followed by descriptive statistics summarizing the sample (i.e., M, SD, Fischer’s exact test) and two components of the SES score (i.e., education and employment status). Next, differences in SES across the recruitment groups and genders were explored using one-way ANOVAs with recruitment group and gender as the independent variables, and SES as the dependent variable. Possible differences in distributions were examined using the likelihood-ratio chi-squared statistic (\( \chi^2_{LR} \)).

Then, we explored the hypothesis of SES and gender stratification with a series of one-way ANOVAs, with recruitment groups (Mother Teresa Center, MAMPITA Beneficiaries, Bardely Center, MAMPITA Employees), SES quartiles (SES quartile 1, SES quartile 2, SES quartile 3, SES quartile 4), and gender as the independent variables, and lifetime stressor count, stressor count during the last 180 days, and BDI-II scores as the dependent variables, respectively.

Our hypothesis regarding the association between lifetime stressor count (as the independent variable) and BDI-II scores (as the dependent variable) was evaluated using ordinary least-squares linear regression models. Model fit was compared using the stagewise method (stepAIC()) function of the « MASS » library. The hypothesis of a differential effect of different types of stressors on depressive symptoms was examined by disaggregating the lifetime stress exposure variable into stressor exposure occurring during childhood versus adulthood versus the
last 180 days, and acute versus chronic stressor exposure, which were included as independent variables. Each model was compared against goodness of fit, with observed BDI-II scores as the dependent variable.

Finally, we conducted a mediation analysis to examine whether life stress exposure statistically mediated the relation between gender and SES (as independent variables) on BDI-II scores (as the dependent variable) using R’s « mediation » library and its non-parametric bootstrap, bias-corrected and accelerated method (Tingley et al., 2014). We used 5,000 simulations to test for mediation effects. The natural indirect effect (NIE), the size of the NIE relative to the total effect (proportions mediated), and the respective confidence intervals and p values are reported. Importantly, NIE quantifies the extent to which changes observed in the dependent variable are explained by mediation (Pearl, 2014), but the mediation diagrams we report cannot be interpreted as addressing causality given the cross-sectional nature of the data (Boelen & Pearl, 2013). Indeed, the present results should be considered tentative until they can be examined in future longitudinal and experimental research on this topic.

3 RESULTS

3.1 Sample characteristics

The outlier test and Cook’s distance revealed two outliers, which were discarded. Analyses were then conducted on the remaining sample (N = 63, with nWomen = 54, and nMen = 9, and nMother Teresa Center = 11, nMAMPITA Beneficiaries = 27, nBardely Center = 17, nMAMPITA Employees = 8). On average, participants were 37 years old (MWomen = 36.50, MMen = 37.66). Most participants (50%) obtained a primary school education and were unemployed (46%) or running an income generating activity (30%). The mean SES was 3.71 (median = 3, SD = 2.04), and participants were distributed in a fairly equal fashion across the SES quartiles (nSES quartile 1 = 19, nSES quartile 2 = 16, nSES quartile 3 = 15, nSES quartile 4 = 13). These sample characteristics are further described in Table 2.

With regard to between-group differences in SES, the best-fitted model assumed a common mean of 2.81 for SES scores among Mother Teresa Center participants and MAMPITA Beneficiaries, whereas Bardely Center participants (M = 4.00) and MAMPITA Employees (M = 7.37) differed significantly in their SES scores, F(2,60) = 37.57, p < 0.0001, $\eta^2 = 0.53, f^2 = 1.12$. Testing for overlap in the SES quartiles and recruitment groups revealed that participants recruited from the Mother Teresa Center represented the lowest stratum of the sample, whereas MAMPITA Employees represented the upper stratum, $\chi^2_{(9)} = 49.41, p < 0.0001$. Bardely Center participants encompassed low- and middle-strata, being mostly associated with SES quartile 3 and SES quartile 4. Finally, MAMPITA Beneficiaries were not part of the upper strata, were mostly represented in SES quartile 2 and SES quartile 3, and were proportionally less represented in the lowest stratum, confirming that they were vulnerable but less frequently indigent (see Table 3).

Men and women did not differ with respect to education level (primary school for both genders, Fischer’s exact test, p = 0.63) or SES scores (MWomen = 3.55, MMen = 4.66, $|t_{61}| = 1.52, p = 0.13$). However, there were gender

<table>
<thead>
<tr>
<th>Recruitment group</th>
<th>Age (SD)</th>
<th>Education</th>
<th>Employment status</th>
<th>Socioeconomic status score (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mother Teresa Center</td>
<td>34.27 (11.43)</td>
<td>Primary</td>
<td>Never employed</td>
<td>2.00 (0.89)</td>
</tr>
<tr>
<td>MAMPITA Beneficiaries</td>
<td>36.55 (9.70)</td>
<td>Primary</td>
<td>Unemployed</td>
<td>3.14 (1.32)</td>
</tr>
<tr>
<td>Bardely Center</td>
<td>40.76 (12.09)</td>
<td>Primary</td>
<td>Income generating activity</td>
<td>4.00 (1.80)</td>
</tr>
<tr>
<td>MAMPITA Employees</td>
<td>31.00 (4.24)</td>
<td>High school</td>
<td>Formal</td>
<td>7.37 (0.74)</td>
</tr>
</tbody>
</table>

Note: Reported values are the empirical means and standard deviations, or the categorical values of the main demographic indicators for each study group.
TABLE 3 Overlap of the recruitment groups and socioeconomic status quartiles

<table>
<thead>
<tr>
<th>Recruitment groups</th>
<th>Socioeconomic status quartiles</th>
<th>Quartile 1</th>
<th>Quartile 2</th>
<th>Quartile 3</th>
<th>Quartile 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># (χ² LR Contribution)</td>
<td># (χ² LR Contribution)</td>
<td># (χ² LR Contribution)</td>
<td># (χ² LR Contribution)</td>
<td># (χ² LR Contribution)</td>
</tr>
<tr>
<td>Mother Teresa Center</td>
<td>8 (14.1)</td>
<td>3 (0.4)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>MAMPITA Beneficiaries</td>
<td>7 (-2.1)</td>
<td>10 (7.5)</td>
<td>9 (6.1)</td>
<td>1 (-3.4)</td>
<td></td>
</tr>
<tr>
<td>Bardely Center</td>
<td>4 (-2)</td>
<td>3 (-2.2)</td>
<td>6 (4.7)</td>
<td>4 (1.1)</td>
<td></td>
</tr>
<tr>
<td>MAMPITA Employees</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>8 (25.3)</td>
<td></td>
</tr>
</tbody>
</table>

Note: Reported values show the number of participants from each recruitment group across the SES quartiles, and, in parenthesis, the χ² LR contribution, showing the strength of the association between each recruitment group and SES quartile, respectively (e.g., Mother Teresa Center with SES quartile 1 contributes to 14.1 points to the likelihood-ratio chi-squared test, χ² LR(9) = 49.41, p < 0.0001. Positive values indicate a strong association between a recruitment group and SES quartile (e.g., Mother Teresa Center with SES quartile 1 and MAMPITA Employees with SES quartile 4), whereas negative values indicate a weak or no association between a recruitment group and SES quartile (e.g., Bardely Center with SES quartile 1 and SES quartile 2, and MAMPITA Beneficiaries with SES quartile 4). Abbreviation: SES, socioeconomic status.

differences in employment status, with women being more likely to be unemployed and men being more likely to have stable employment (Fischer’s exact test, p = 0.036).

3.2 | Stress exposure over the lifetime and last 180 days

On average, participants experienced 26.77 stressors over the lifespan (median = 25, SD = 10.74). ANOVA models compared using constraint relaxation revealed that lifetime stress exposure differed between Mother Teresa Center participants and MAMPITA Beneficiaries (common M = 29.65), Bardely Center participants (M = 23.47), and MAMPITA Employees (M = 20.12), F(2,60) = 4.00, p = 0.012, 𝜃² = 0.11, 𝑓² = 0.12 (see Figure 1). Likewise, exposure to stressors during the last 180 days different between Mother Teresa Center participants (M = 7.27) and MAMPITA Beneficiaries and Mother Teresa Center beneficiaries (solid curve) had the same estimated mean of 29.65 lifetime stressors. In contrast, Bardely Center participants (dashed curve) had an estimated mean of 23.46 lifetime stressors and MAMPITA employees (doted curve) had an estimated mean of 20.12 lifetime stressors.

FIGURE 1 Distribution of lifetime stressor count across the recruitment groups. Each curve displays the inferred normal distribution of each recruitment group’s lifetime stressor count, with a common SD of 10.74 and their respective mean, according to the best fitted model selected by deviance reduction. MAMPITA beneficiaries and Mother Teresa Center beneficiaries (solid curve) had the same estimated mean of 29.65 lifetime stressors. In contrast, Bardely Center participants (dashed curve) had an estimated mean of 23.46 lifetime stressors and MAMPITA employees (doted curve) had an estimated mean of 20.12 lifetime stressors.
Beneficiaries (M = 6.40), and Bardely Center participants and MAMPITA Employees (common M = 3.76), F(2,60) = 5.70, p = 0.0028, η² = 0.15, f² = 0.18.

In terms of the SES quartiles, lifetime stress exposure showed a clear stratification between SES quartile 1 and SES quartile 2 (common M = 30.20) versus SES quartile 3 and SES quartile 4 (common M = 22.69), F(1,61) = 8.76, p = 0.0023, η² = 0.14, f² = 0.14, as did stress exposure occurring over the last 180 days for SES quartile 1 and SES quartile 2 (common M = 7.40) versus SES quartile 3 and SES quartile 4 (common M = 3.14), F(1,61) = 29.02, p < 0.0001, η² = 0.32, f² = 0.47.

As expected, lifetime stressor count also differed for men and women, with a mean of 20.66 lifetime stressors (SD = 8.32) for men and 27.79 lifetime stressors (SD = 10.69) for women, t_{61} = -1.88, p = 0.033, Hedges' g* = 0.68. The same gender stratification was observed for stressors occurring over the last 180 days, with a mean stressor count of 2.66 (SD = 2.00) for men and 5.98 (SD = 3.47) for women, t_{61} = -2.58, p = 0.007, Hedges' g* = 1.

### 3.3 Distribution of depressive symptoms

The mean BDI-II score was 20.47 (median = 17, SD = 10.17). Therefore, participants as a whole exhibited moderately severe depressive symptoms. Of these participants, 17 had minor symptom levels, 18 had mild levels, 13 had moderate levels, and 15 had severe levels (see Figure 2).

ANOVA models examining mean differences in depression scores across the recruitment groups revealed equal means for Mother Teresa Center participants and MAMPITA Beneficiaries, and for Bardely Center participants and MAMPITA Employees, respectively, but violated normality and/or homoscedasticity assumptions. The resulting mean values are therefore not reported, and we conducted nonparametric tests. First, a Kruskal–Wallis test validated the presence of significant mean differences in BDI-II scores across the groups, χ²(3) = 10.366, p = 0.0158. Then, a Dunn test with unilateral hypothesis evidenced a significant mean difference in BDI-II scores between Mother Teresa Center and Bardely Center participants, Z = -2.70, p_{Bonf} = 0.026, and between Mother Teresa Center participants and MAMPITA Employees, Z = -2.77, p_{Bonf} = 0.017.

![Figure 2](image-url)

**FIGURE 2** Beck Depression Inventory-II (BDI-II) scores and distributions for the four recruitment groups. For each recruitment group, the data points and box plots indicate the distribution of participants’ BDI-II scores, revealing evidence that depression scores were socially stratified. MAMPITA employees all belonged to the upper socioeconomic stratum of the sample (i.e., university education, formal work contract, 100% in socioeconomic status (SES) quartile 4), whereas Mother Teresa Center beneficiaries were overwhelmingly part of the lowest stratum of the sample (i.e., primary education, never employed, mostly in SES quartile 1). MAMPITA beneficiaries were among the most vulnerable participants in the sample (i.e., primary education, currently unemployed, mostly in SES quartile 2 and SES quartile 3), including indigent individuals (SES quartile 1). Finally, Bardely Center participants spanned all of the SES strata, although they were slightly more represented in the two upper SES quartiles (i.e., primary education, mostly running an income generating activity, and in SES quartile 3 and SES quartile 4).
A second series of ANOVAs examining BDI-II mean differences across the SES quartiles showed a common mean of 15.35 for those in SES quartile 1 and SES quartile 2, and 24.57 for SES quartile 3 and SES quartile 4, respectively, $F(1,61) = 15.94, p < 0.0001, \eta^2 = 0.20, f^2 = 0.25$ (see Figure 3).

Consistent with prior research (e.g., Musliner et al., 2016), men and women differed in their depressive symptom severity in this LMIC population. On average, women exhibited moderate levels of depressive symptoms ($M = 21.38, SD = 10.23$), whereas men exhibited mild depressive symptoms ($M = 15, SD = 8.32$). $t_{61} = -1.774, p = .041$, Hedges’ $g^* = 0.64$. An overview of the stratified distributions of life stress exposure and depressive symptoms across gender, recruitment group, and SES quartiles is provided in Table 4.

### Table 4: Exposure to stressors over the entire lifetime and last 180 days and BDI-II scores

<table>
<thead>
<tr>
<th>Recruitment groups</th>
<th>Lifetime stressor count M (SD)</th>
<th>Last 180 days stressor count M (SD)</th>
<th>BDI-II scores M (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mother Teresa Center</td>
<td>29.81 (10.53)</td>
<td>7.27 (4.64)</td>
<td>27.64 (8.96)</td>
</tr>
<tr>
<td>MAMPITA beneficiaries</td>
<td>29.59 (12.02)</td>
<td>6.40 (3.44)</td>
<td>21.78 (11.47)</td>
</tr>
<tr>
<td>Bardely Center</td>
<td>23.47 (7.00)</td>
<td>4.64 (3.19)</td>
<td>16.71 (7.55)</td>
</tr>
<tr>
<td>MAMPITA Employees</td>
<td>20.12 (9.62)</td>
<td>1.87 (1.45)</td>
<td>14.25 (4.17)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SES quartiles quartiles</th>
<th>Lifetime stressor count M (SD)</th>
<th>Last 180 days stressor count M (SD)</th>
<th>BDI-II scores M (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SES quartile 1</td>
<td>31.05 (11.70)</td>
<td>7.73 (3.60)</td>
<td>27.74 (10.10)</td>
</tr>
<tr>
<td>SES quartile 2</td>
<td>29.18 (10.25)</td>
<td>7.00 (3.18)</td>
<td>22.00 (9.59)</td>
</tr>
<tr>
<td>SES quartile 3</td>
<td>22.33 (8.69)</td>
<td>3.13 (2.87)</td>
<td>16.07 (10.37)</td>
</tr>
<tr>
<td>SES quartile 4</td>
<td>22.69 (9.59)</td>
<td>3.15 (2.44)</td>
<td>14.54 (3.67)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gender</th>
<th>Lifetime stressor count M (SD)</th>
<th>Last 180 days stressor count M (SD)</th>
<th>BDI-II scores M (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women</td>
<td>27.97 (10.69)</td>
<td>5.98 (3.74)</td>
<td>21.38 (10.23)</td>
</tr>
<tr>
<td>Men</td>
<td>20.66 (9.43)</td>
<td>2.66 (2.0)</td>
<td>15 (8.32)</td>
</tr>
</tbody>
</table>

Note: Reported values are the empirical means and standard deviations of participants’ stressor count over the lifetime and over the last 180 days, and BDI-II scores.

Abbreviations: BDI, Beck depression inventory; SES, socioeconomic status.
3.4 | Association between lifetime stress exposure and depressive symptoms

The relation between participants’ lifetime stress exposure and depressive symptoms was explored using linear regressions. The best model of regression describing the relation between lifetime stressor count and BDI-II scores indicated that each stressor experienced increased participants' BDI-II score by 0.42 points, \( F(1,61) = 15.09, R^2_{\text{adj}} = 0.19, p = 0.00026, f^2 = 0.25 \). Given that participants experienced an average of 26.77 lifetime stressors, the average lifetime stress exposure burden in this sample contributed to an estimated BDI-II increase of 11.2 points.

3.5 | Association between stressor type and depressive symptoms

The unique contribution of early versus recent stressors composing this overall lifetime exposure was first analyzed with a stepwise regression model including stressors experienced during childhood, stressors experienced during adulthood, and stressors occurring over the last 180 days. In this model, childhood and adulthood stressors did not reach significance, whereas stressors occurring over the 180 last days were strongly associated with depressive symptoms, \( t = 5.38, p < 0.0001 \). Specifically, each additional stressor experienced was associated with a 1.55-point increase in participants' BDI scores, \( F(1,61) = 28.96, R^2_{\text{adj}} = 0.31, p < 0.0001, f^2 = 0.47 \).

Regression models distinguishing acute versus chronic stressors occurring during the three aforementioned developmental periods (i.e., childhood, adulthood, last 180 days) yielded evidence of a more complex picture. Indeed, the best fit model, \( F(2,60) = 17.12, R^2_{\text{adj}} = 0.3421, p < 0.0001, f^2 = 0.57 \), included two significant factors: each additional adulthood acute stressor was associated with a 0.28-point increase in participants' BDI scores, \( t = 2.04, p = 0.046 \), and each additional chronic stressor occurring over the last 180 days was related to a 1.6-point increase in participants' BDI scores, \( t = 3.79, p = 0.0004 \). Therefore, although both acute and chronic stressors were significantly associated with depression severity, these effects were especially strong for chronic stressors occurring recently. Chronic stressors experienced over the last 180 days and acute life events experienced during adulthood—with a respective average of 4.43 and 14.09 in the present sample—contributed to an estimated BDI-II score increase of 11.09 points.

3.6 | Mediation analyses

Finally, we examined whether stress exposure mediated the association between gender and SES on depressive symptoms. In terms of the relation between gender and BDI-II scores, the NIE for lifetime stress exposure was significant (NIE = 2.809; \( p = 0.044 \); 95% confidence interval [CI]: [0.32, 7.5]; see Figure 4), with stress accounting for 44.0% of the variability in the gender-depression association. In addition, adulthood acute stressors and chronic recent stressors had markedly significant indirect effects on depression (NIE = 3.68; \( p = 0.011 \); 95% CI: [0.91, 8.01] and ACME = 4.52; \( p = 0.001 \); 95% CI: [1.65, 8.26], respectively), accounting for 57.6% and 70.8% of the association between gender and BDI-II, respectively. All paths exhibited full mediation.

As for the association between SES and depression, every type of life stress exposure was a significant mediator and exhibited partial mediation. Lifetime stress exposure explained 25.7% of the variance in the SES-depression link (NIE = 2.36; \( p = 0.013 \); 95% CI: [0.54, 5.33]; see Figure 5), adulthood acute stressors explained 24% of the variance in the SES-depression link (NIE = 2.21; \( p = 0.01 \); 95% CI: [0.46, 5.05]), and chronic stressors occurring over the last 180 days explained 61.9% of the variance in the SES-depression link (NIE = 5.7; \( p < 0.0004 \); 95% CI: [2.23, 9.77]).
4 | DISCUSSION

Although an abundance of research has examined associations between SES, gender, and life stress, the vast majority of these studies have been conducted in so-called WEIRD populations. We addressed this issue in the present study by interviewing adults living in Madagascar, which is a typical LMIC. We tested four main hypotheses: (a) SES and gender would be associated with the severity of participants’ lifetime stress exposure and depressive symptoms, (b) there would be a significant effect of lifetime stress exposure on the severity of participants’ depressive symptoms, (c) these effects would differ by the specific types of stressors experienced, and (d) stress exposure would mediate the association between gender and SES on depressive symptoms.

The data yielded four main results. First, we found a SES- and gender-related stratification of lifetime and recent stress exposure. On average, women experienced more life stressors occurring over both timeframes relative to men, as did those from lower versus higher SES status groups. Likewise, we found a differential effect of gender on BDI-II scores, with women experiencing more severe depressive symptoms, on average, than men. This finding is consistent with many epidemiological studies that have reported gender-related differences in depressive symptoms (e.g., Hammen, 2003; Musliner et al., 2016; Salk et al., 2017). Similarly, we found a differential effect of SES on depressive symptoms severity: the lower the SES strata (Mother Teresa Center participants and MAMPITA beneficiaries, for instance), the more severe the depressive symptoms. Considered together, the data provide robust evidence of an obstinately stratified distribution of lifetime stress exposure and depressive symptoms across
SES strata and genders. These findings are consistent with the social determinants of health and social causation frameworks but extend this work to a representative sample of the Mahajanga population, which is a typical LMIC that is rarely studied. These results are also consistent with developmental (Hartman & Belsky, 2018), neuroendocrine (Herman et al., 2016), and emotion research (Noël, Fevrier, et al., 2018) that highlights how socially stratified factors, such as life stress exposure, affect mental health.

Second, we found that lifetime stress exposure as measured by the STRAIN was strongly associated with depressive symptoms as assessed by the BDI-II, with participants’ STRAIN scores alone explaining 19% of the variance in individuals’ depression severity (moderate effect size, $f^2 = 0.25$). Third, contrary to our hypotheses and prior research (Vogt et al., 2016), early life stressors were not significantly associated with depression severity, which may be due to some study design-related limitations (see below). However, recent stress exposure was a robust predictor of depressive symptom severity, accounting for a full 31% of the variance in participants’ BDI scores, with a large effect size ($f^2 = 0.47$). A more detailed model examining the joint contributions of lifetime acute stressor and recent chronic stressor count revealed that these stressor types accounted for 34.5% of the variance in individuals’ BDI-II scores, with a strong magnitude of effect ($f^2 = 0.57$). Different stressors therefore contributed and interacted differently to influence depressive symptom severity. Finally, we found that the different types of life stress exposure assessed mediated the association between both gender and SES on participants’ depressive symptom scores.

One of the most important features of this study is the population studied. To move beyond the vast majority of existing stress and depression studies that have sampled WEIRD individuals, we collected data from a moderately to highly vulnerable LMIC population that is rarely sampled. Interestingly, even in this population, which is relatively vulnerable as a whole, SES- and gender-related stratifications in life stress exposure and depressive symptoms were clearly present. Although we did not collect biological data, the strong association we observed between life stress exposure and depressive symptoms is consistent with the Social Signal Transduction Theory of Depression, which hypothesizes that major life stressors activate proinflammatory processes that promote depressive symptoms (Slavich & Irwin, 2014; Slavich & Sacher, 2019; Slavich et al., 2020). However, the present research extends this study to focus on SES and gender, thus contributing to our understanding of how life stress may deplete cognitive functions and degrade health in a manner that perpetuates poverty (Galecky & Talarowska, 2018; Haushofer & Fehr, 2014; Lund & Cois, 2018; Lund et al., 2011; Lund & Brooke-Sumner, Baingana, et al., 2018; Yu, 2018). Additional research is needed to test these mediating mechanisms.

In terms of interventions, we believe the results of the present study highlight a need to provide greater access to evidence-based stress reduction or psychotherapy for LMIC populations and vulnerable migrants exposed to traumatizing conditions (Gezie et al., 2018). Community-based group therapy has proven effective in reducing depressive symptoms and improving socioeconomic conditions in rural Uganda (Bolton et al., 2003). Another potential promising approach is mindfulness meditation, which has been shown to reduce inflammation and depressive symptoms (Black & Slavich, 2016; Black et al., 2015; Bower et al., 2014; Lopez-Mayà et al., 2019; see Shields et al., 2020). Regardless of the intervention type, it will be important to ensure that the strategy used is acceptable, accessible, affordable, and scalable in a setting and country with limited resources.

### 4.1 Strengths and limitations

This study has several strengths. First, it provides rare insight into the relation between life stress exposure and depressive symptoms in an understudied population. Second, it uses the STRAIN, which is the only instrument specifically designed to systematically assess lifetime stress exposure. Third, the results are consistent with several theories of depression and permit an improved understanding of the nature and dynamics of poverty. Finally, the study addresses the “big picture” by including both structural factors (i.e., gender and SES inequalities) and proximal
social-interpersonal factors (i.e., life stress exposure) to help understand risk for depression, which is a silent epidemic in LMICs.

This study also has several limitations. First, as participants were recruited from Mahajanga, Madagascar, further studies drawing from other populations are needed to test whether the results generalize to other LMICs as well as to non-LMICs. Second, notwithstanding the difficulty associated with recruiting participants in LMICs, the sample size was limited and included relatively few men and high-SES individuals. Third, depression severity was assessed using a self-report measure, which has the advantage of being face valid but is not a substitute for clinician-based ratings of depression severity. Fourth, although the STRAIN has been shown to have excellent test-retest reliability (e.g., Slavich & Shields, 2018), it is a retrospective instrument and can be influenced by biases in reporting or remembering stressors. Fifth, we did not examine any resilience factors, such as social support or integration, which could have moderated the effects of stress on depression and helped reveal additional processes affecting who is most resilient/vulnerable for this disorder (Malat et al., 2017; Valderhaug & Slavich, 2020). Finally, given the cross-sectional nature of this study, the results are correlational and additional research is needed to address issues of directionality and causality, as well as to confirm the robustness of the associations observed. In particular, the mediation analyses are revealing and consistent with our a priori hypotheses, but these results are also based on cross-sectional data and should thus be viewed tentatively and interrogated further using longitudinal data collection and experimental approaches.

4.2 Conclusion

In conclusion, we found that lifetime stress exposure and severity were strongly related to depressive symptom levels in this LMIC, and that stress exposure levels were especially high for women and for those belonging to lower SES strata. In addition to supporting several theories of depression, these data provided evidence of an unequal distribution of lifetime stress exposure and depressive symptoms across gender and SES strata, which highlights a self-reinforcing cycle wherein the poor conditions in which LMIC populations live—which are marked by socioeconomic inequity and gender inequality—favor detrimental lifelong socioeconomic experiences (i.e., stress exposure) that make upward mobility difficult. The result is an apparent increased likelihood of experiencing more severe depressive symptoms, which can severely impair social and occupational functioning and ultimately hamper social, educational, and economic attainment: a perfect “poverty trap” that expands the notion of poverty far beyond material considerations.
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